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us while we are considering the meaning of a sentence in the
thesis we are writing, or a monkey may quickly react to the
appearance of a predator while grooming or eating.

Reorienting to new objects may occur reflexively, based on
their high sensory salience (Jonides and Yantis, 1988), particu-
larly when we do not have a specific task to do (Pashler and
Harris, 2001), but distinctive objects attract attention more effec-
tively when they are also behaviorally relevant (Yantis and
Egeth, 1999), either because they match our current goals or
because of long-term memory associations that signal their im-
portance, as when we hear the phone ringing or the siren of an
ambulance. In fact, the degree to which a distinctive but entirely
irrelevant object can attract our attention, so-called exogenous
attention, is controversial (Folk et al., 1992; Gibson and Kelsey,
1998; Jonides, 1981; Posner and Cohen, 1984; Theeuwes and
Burger, 1998; Yantis and Egeth, 1999). In some cases, shifts of
attention to a distinctive stimulus can be part of a task goal
(Bacon and Egeth, 1994), as when someone tries to detect any
salient object appearing in a visual scene. In other cases, distinc-
tive but irrelevant objects may share a specific feature with our
current goal, as when we notice someone wearing a red sweater
while looking for a friend with a red hat (Folk et al., 1992; Gibson
and Kelsey, 1998).

A Neuroanatomical Model of Attention: Dorsal
and Ventral Attention Networks
Several lines of evidence indicate that two cortico-cortical neural
systems are involved in attending to environmental stimuli
(Corbetta and Shulman, 2002). A dorsal frontoparietal network,
whose core regions include dorsal parietal cortex, particularly
intraparietal sulcus (IPS) and superior parietal lobule (SPL), and
dorsal frontal cortex along the precentral sulcus, near or at the
frontal eye field (FEF) (Figure 2A, blue areas), embodies the
top-down control mechanism proposed by biased competition
and related theories (Bundesen, 1990; Desimone and Duncan,
1995; Wolfe, 1994). The dorsal system generates and maintains
endogenous signals based on current goals and preexisting
information about likely contingencies and sends out top-down
signals that bias the processing of appropriate stimulus features
and locations in sensory cortex. This conclusion is based on ev-
idence that the dorsal network is preactivated by the expectation
of seeing an object at a particular location or with certain features
(e.g., movement in a specific direction) (Corbetta et al., 2000;
Hopfinger et al., 2000; Kastner et al., 1999; Shulman et al.,

1999), by the preparation of a specific response (Astafiev et al.,
2003; Connolly et al., 2002), or by the short-term memory of a
visual scene (LaBar et al., 1999; Pessoa et al., 2002). The dorsal
system is also involved in linking relevant stimuli to responses, as
it is modulated when people change their motor plan for an ob-
ject (Rushworth et al., 2001). Under some conditions, the prepa-
ratory activation of the dorsal frontoparietal network extends to
visual cortex, presumably reflecting the top-down modulation
of sensory representations (Giesbrecht et al., 2006; Hopfinger
et al., 2000; Kastner et al., 1999; Serences et al., 2004; Silver
et al., 2007; Sylvester et al., 2007) (Figure 1A). Accordingly, antic-
ipatory activity may predict performance to subsequent targets
(Giesbrecht et al., 2006; Pessoa and Padmala, 2005; Sapir
et al., 2005; Sylvester et al., 2007). Finally, recent studies show
that electrical or magnetic stimulation of FEF or IPS leads to a
retinotopically specific modulation of visual areas and parallel
improvement of perception at corresponding locations of the
visual field (Moore and Armstrong, 2003; Ruff et al., 2006, 2007).

A second system, the ventral frontoparietal network, is not ac-
tivated by expectations or task preparation but responds along
with the dorsal network when behaviorally relevant objects (or
targets) are detected (Corbetta et al., 2000). Both dorsal and
ventral networks are also activated during reorienting, with en-
hanced responses during the detection of targets that appear
at unattended locations. For example, enhanced responses
are observed when subjects are cued to expect a target at one
location but it unexpectedly appears at another (i.e., ‘‘invalid’’
targets in the Posner spatial cueing paradigm) (Arrington et al.,
2000; Corbetta et al., 2000; Kincade et al., 2005; Macaluso
et al., 2002; Vossel et al., 2006) or when a target appears infre-
quently, as in ‘‘oddball’’ paradigms (Bledowski et al., 2004;
Braver et al., 2001; Linden et al., 1999; Marois et al., 2000;
McCarthy et al., 1997; Stevens et al., 2005) (Figure 1B). Core
regions of the ventral network include temporoparietal junction
(TPJ) cortex (anatomically, TPJ is more strictly defined as the
cortex at the intersection of the posterior end of the STS, the in-
ferior parietal lobule, and the lateral occipital cortex), defined as
the posterior sector of the superior temporal sulcus (STS) and
gyrus (STG) and the ventral part of the supramarginal gyrus
(SMG) and ventral frontal cortex (VFC), including parts of middle
frontal gyrus (MFG), inferior frontal gyrus (IFG), frontal opercu-
lum, and anterior insula (Figure 2A, orange regions). An early
theory of how the two networks interact (Corbetta and Shulman,
2002) proposed that when attention is reoriented to a new source

Figure 1. Focusing Attention and
Reorienting Attention Recruit Interacting
Networks
(Left panel) Focusing attention on an object
produces sustained activations in dorsal fronto-
parietal regions in the intraparietal sulcus, superior
parietal lobule, and frontal eye fields, as well as vi-
sual regions in occipital cortex (yellow and orange
colors) but sustained deactivations in more ventral
regions in supramarginal gyrus and superior tem-
poral gyrus (TPJ) and middle and inferior prefrontal
cortex (blue and green colors). (Right panel) When
an unexpected but important event evokes a
reorienting of attention, both the dorsal regions
and the formerly deactivated ventral regions are
now transiently activated.
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We	do	not	really	understand	HOW	such	systems	support	human	cogniCon	
	
	

If	we	did,	perhaps	we	could	be	designing	more	intuiCve	systems	and	interfaces	



Cognition: Keep the small circle inside the big 
circle. 
Cognition: Second-order roll control, collision 
avoidance, descent speed maintainence... 
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Night Landing at LAX in a Boeing 737NG 
http://youtu.be/jsG_rvyLnYQ 
 



Inattentional Blindness 
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Haines, R. F. (1991) A breakdown in simultaneous information 
processing In Presbyopia research 171-175 Springer US. 

Wickens, C. D., Alexander, A. L. (2009). Attentional tunneling 
and task management in synthetic vision displays. In The 
International Journal of Aviation Psychology, 19(2), 182-199. 



Apparent Challenges 

•  design cannot easily anticipate how human cognition is reshaped by 
new technology 

•  failures could be rare, but nonetheless deadly 

• when new technology is introduced to support cognition: 
•  how should we evaluate it? 
•  what should we evaluate it for? 
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The diminishing value of "mental workload" 
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ACM library search performed on 2018-02-08  
for "mental workload"	



Case Study 1: In-Vehicle Notifications 
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Fagerlönn,	J.,	Lindberg,	S.,	&	Sirkka,	A.	(2015).	Combined	Auditory	Warnings	For	Driving-Related	InformaCon.	In	Proceedings	of	the	10th	Audio	Mostly	Conference:	
A	Conference	on	Interac:on	with	Sound,	hIp://doi.org/10.1145/2814895.2814924	



Sound Design 

•  simulate expected environment 

•  interviews with professional drivers 

•  focus groups 

•  subjective questionnaire for "mental workload" 

•  quantitative user study  

•  (i.e., test reaction times and discrimination accuracy) 

•  verbal commands are preferred 
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1.1 Aims and scope 
We still know little about how to best construct combined 
warnings. For instance, what kind of sound is most appropriate to 
use to convey information in such warnings? The present study 
aimed to compare the appropriateness of three different sound 
types to convey information in combined warnings. One of the 
concepts uses verbal signals, one uses auditory icons, and the third 
concept uses abstract musical sounds (earcons).  

The study focuses especially on combined warnings in which an 
urgency signal precedes an information signal. One attractive idea 
of this design principle is that the urgency signal may help the 
user to quickly prioritize incoming information. Also, the design 
will eliminate risks of the signals masking each other.  

The study was performed as part of a larger project called 
Methods for Designing Future Autonomous Systems (MODAS) 
[12] focusing on information displays for future highly automated 
commercial vehicles. Thus, the information represented by the 
warnings is related to the driving context. 

2. METHOD 
2.1 Participants 
Eighteen subjects, 10 males and 8 females, participated in the 
study. Their age range was between 25 and 66 years (mean: 38.5, 
SD: 11.8). They all possessed a driver’s license for passenger 
vehicles. 

2.2 Apparatus 
Figure 1 displays the experimental setup. Warning sounds were 
presented to participants using two Genelec 6010A speakers. 
Subjects performed the learning task and the response task using a 
22 inch Elo ET2201L touch monitor. The interface used by 
participants to practice on sounds and make responses is shown in 
Figure 2. Subjects performed a concurrent web-surfing task using 
an iPad 2 positioned on a floor stand to the right of the touch 
monitor. The web browser used was Safari.  
 

 
Figure 1. Experimental setup 
 

 
Figure 2. Interface used by participants during practice and 
response tasks. Förare = Driver, Gods = Goods, Väg = Road, 
Väder och väglag = Weather and road surface, Trafik = 
Traffic, Tekniskt system = Technical system, Konvoj = 
Convoy. 
 

2.3 Sounds 
The combined warnings in all three concepts (verbal sounds, 
auditory icons, and abstract sounds) followed the same design 
principle. First, an “urgency signal” was played to convey the 
urgency level of the warning. The signal was followed by an 
“information signal” that conveyed more detailed information 
about the event. For the high urgency sounds, the urgency signal 
was played again after the information signal. This made the high 
urgency warnings somewhat longer compared to the other sounds. 
The mean length for the warnings using verbal signals was 1.30 
seconds (SD=0.35s), the warnings with auditory icons 1.27 
seconds (SD=0.39s), and the warnings with abstract sounds 1.47 
seconds (SD=0.33s). Unintentionally, there was a slight delay 
between the start of the sound file and the start of the actual 
sounds, but response times were measured from the start of the 
sound. The mean delay time was slightly shorter for the speech 
sounds (around 0.09 seconds) compared to the other two concepts 
(around 0.15 seconds). All sounds were played at a clearly 
audible, but comfortable, listening level. 

2.4 Urgency signals 
The urgency signals contained a number of synthetic tonal sounds 
and represents three urgency levels—low, medium, and high 
urgency. A number of sound parameters were utilized to create 
clear differences in perceived urgency. These parameters were 1) 
number of tones, 2) speed (tone – tone interval), 3) pitch, 4) 
dissonance, and 5) sound level. All three concepts used the same 
three urgency signals.  

2.5 Information signals 
Table 1 shows the information sounds used in the three concepts. 
The sounds were designed to represent five categories of driving-
related (commercial vehicle) information. The verbal sounds 
consisted of keywords in Swedish. To make the abstract signals 
unique and easier to distinguish from each other, they differed in 
terms of timbre, melody, and rhythm.  
 
 
 

 



How do brain responses (i.e., ERPs) discriminate? 
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How do brain responses (i.e., ERPs) discriminate? 
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context	upda:ng	



Case Study 2: in situ displays 39:2 /*Removed for blind review*/

(a) (b)

Fig. 1. (a) Paper-based and (b) projected in-situ instructions at a manual assembly workplace. An EEG
headset measures the level of working memory. This provides objective insights about cognitive processes
during the usage of assistive technology.

directly on the assembly workplace. Such systems are designed to simultaneously reduce cognitive
demands as well as optimize performance. Indeed, previous research has suggested that design
manipulations of the visual representation and modality of assembly instructions can have a
signi�cant in�uence on self-reported measures of cognitive workload [26, 41]. Strong arguments
have beenmade for the use of in-situ instructions that present just-in-time assembly instructions [13,
23]. Furthermore, visual in-situ instructions integrated into the workplace showed the best increase
in performance [25, 43].

Most evaluations of engineered computing system, especially assistive instruction systems, have
been done regarding either performance or subjective workload. For example, performance is
typically assessed in terms of error rate and assembly completion time, while cognitive workload is
often assessed using questionnaires or semi-structured interviews [20]. Commonly used question-
naires include the NASA-TLX [33] or the simpler RSME [7, 76]. Nonetheless, questionnaires are
susceptible to individual di�erences in subjective reporting – for instance, extraverted con�dent
individuals might be less likely to indicate workload to the same degree as introspective modest
individuals. Novel assistive systems and visualizations might additionally introduce a novelty e�ect,
where participants provide self-reported scores which are in�uenced by the excitement over a new
technology [72]. Furthermore, subjective reports can only be performed after test completion and,
relies on cognitive processes, namely working memory. Such methods are limited in their objective
and real-time assessment of cognitive workload when evaluating assistive technologies.

In contrast to previous assessment modalities, physiological methods are increasingly employed
as a means to estimate mental states, such as cognitive workload [32]. For example, Brain-Computer
Interfaces [2, 70] (BCIs) have been used successfully to assess the complexity of presented infor-
mation in a variety of scenarios [2, 42] comprising manual haptic assembly [15] (see Figure 1). A
BCI records brain activity in real-time and computationally derives estimates of a targeted mental
state to either provide feedback about the physiological state of the user or enable device control
through neuronal activity. Increasingly, advances in brain-recording technology and neuroscience
�ndings contribute towards a vision of ubiquitous BCI deployment in everyday places of work
and play [10, 39, 71]. In the current context, a BCI for cognitive workload sensing could be used in
collaborative work settings by allocating tasks to workers who are less fatigued [19, 20] or provide

ACM Transactions on the Web, Vol. 9, No. 4, Article 39. Publication date: March 2010.

Apr'	22,	2018,	CHI	Montréal	 Understanding	Systems	|	Rethinking	InteracCon	2018	|	Chuang	&	Schmidt	 11	



Corresponding neural correlates for  
visuo-spatial working memory 

Assessing Electroencephalography as Measure for Cognitive Workload to Evaluate Assistive
Technologies for Manual Assembly 39:9

(a) (b)

Fig. 3. (a): Alpha bands for the 0-back, and 2-back condition. The alpha band power decreases with higher task
di�iculty. The error bars depict the standard error. (b): Participant-wise comparison between the assembly
using in-situ projections and paper instructions. Except of p9 and p11 the usage of in-situ instructions shows
higher alpha band power compared to paper instructions. The error bars depict the standard error.

5.4.2 Assembly Performance and Alpha Power. We analyze the alpha power and the participant’s
performance of the assembly task. We achieve this by investigating the alpha power of the in-
dividual. Again, we perform a paired Bayesian t-test to obtain a Bayes Factor (BF10), stating the
probability which supports our previously stated hypothesis (H2). Comparing the received alpha
bands between in-situ projections and paper instructions results in a Bayes Factor of 17.70, which
means that it is 17.7 times likely that the alternative hypothesis is supported by the data given in
our model. We substantiate this statement by concluding with a signi�cant di�erence between
both conditions (F (1, 11) = 14.92,p = 0.003). Figure 3b shows the mean alpha activation per
condition and participant. Lower alpha band powers are measured for paper instructions compared
to projected in-situ instructions for all participants except for p9 and p11.
Additionally, we statistically compare the number of errors made by the participants during

assembly as well as the time they required to �nish the assembly between the di�erent conditions.
We classify errors in pick errors and assembly errors. Overall, participants did in average 2.25
(SD = 2.301) pick errors during the paper instruction condition and 0.083 (SD = 0.289) errors
during the in-situ condition. During assembly, 0.917 (SD = 1.379) assembly errors were performed
when using paper instructions and 0.25 (SD = 0.452). We found a signi�cant di�erence between the
number of picking errors made during both conditions (F (1, 11) = 10.75, p = 0.007). However, no
statistical di�erence was found between the number of assembly errors (F (1, 11) = 2.378, p = 0.151).
Figure 4a compares the number of item selection and assembly errors between both instruction
systems.

The task completion time averages to 217.08 seconds (SD = 40.31) for paper instructions and 124
seconds (SD = 13) for projected in-situ instructions. The task completion time shows a signi�cant
e�ect between both conditions regarding task completion time (F (1, 11) = 77.70, p < 0.001).

5.4.3 �alitative Assessment. We statistically analyze the subjectively perceived workload using
the collected NASA-TLX questionnaires. We average the scores received from the six Likert scales
per condition to calculate the mean raw NASA-TLX scores. The averaged NASA-TLX score amounts
to 13.83 (SD = 7.34) for the 0-back task, 48.92 (SD = 19.01) for the 2-back task, 33.92 (SD = 13) for

ACM Transactions on the Web, Vol. 9, No. 4, Article 39. Publication date: March 2010.
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Assessing Electroencephalography as Measure for Cognitive Workload to Evaluate Assistive
Technologies for Manual Assembly 39:11

Fig. 5. Mean alpha power fluctuation of all participants over time. Alpha power increases when using projected
in-situ instructions and decreases for paper instructions. The shadowed area describes the 95% confidence
interval for each data point.

cognitive alleviation when �ipping the page to mentally prepare for the next work step. Previous
research also supports a positive correlation between stress and cognitive workload [58, 66]. The
discomfort of the provided assembly instruction system can also be elicited from our results.

5.5 Assessing Cognitive Workload in Real-Time
Our results show a signi�cant di�erence in alpha activation between paper and projected in-situ
instructions. Using the collected data, we analyze the real-time applicability of EEG for cognitive
workload assessment. We achieved this by calculating the alpha �uctuation over time for both
conditions.

Similar to the previous analysis steps, we preprocess the data using the spatio-spectral decompo-
sition method [57] with �lter thresholds between 0.5 Hz and 20 Hz and calculate the mean of all
channels. We remove the �rst and last four seconds of the signal to remove unwanted response
artifacts. We calculate the individual alpha band per participant and averaged the alpha power
overall participants for both conditions. Figure 5 shows the alpha �uctuation for both conditions.
Figure 5 shows an increase followed by a decrease in alpha activation over time for the paper

instructions. Workload starts to di�erentiate with time, where information from paper instructions
have to be held continuously in the short-term memory. This can be a reason for the decrease of
alpha power with time.

Projected in-situ instructions show a decrease followed by an increase in alpha power. We assume,
that the novelty of the system for the participants is responsible for the decrease in alpha power
at the beginning of the condition. Alpha power increases when the participants become familiar
with the system and less information have to kept in the short-term memory. A repeated measures
ANOVA between both conditions shows a signi�cant di�erence (F (1, 186) = 53.20, p < 0.001).

6 DISCUSSION
We discuss the validity of our hypotheses based on the results of the conducted study.

6.1 Validating EEG Data
We evaluate the viability of using a commercial BCI device for estimating mental workload in a
complex task, namely haptic assembly. We manipulated the di�culty of a N -back task to vary
working memory load and investigated its impact on EEG measurements. Speci�cally, we focused
on alpha power in an individually determined frequency bandwidth, proximal to 10 Hz. Previous

ACM Transactions on the Web, Vol. 9, No. 4, Article 39. Publication date: March 2010.



Take Home Message 

• We can do better than merely design systems to reduce  
"mental workload" 

•  evaluations with mobile neuroimaging techniques (e.g., EEG, fNIRS) 
could discriminate for cognitive functions 

• Open challenges: 

•  how can this be integrated into the design pipeline? 

•  what should we evaluate a system for if the design for cognitive support  
is ill-specified? 
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Thank you for your attention 

• Case Study 1: Use the Right Sound for the Right Job 
Glatz, Krupenia, Bülthoff, Chuang. Thursday 11am 
518AB, Papers: Interruptions 
 

• Case Study 2: Assessing EEG as Measure for Cognitive Workload 
to Evaluate Assistive Technologies for Manual Assembly  
Kosch, Funk, Schmidt, Chuang. (under review) 
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