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Although HCI researchers often generate and compare new design concepts, they lack an established method for rigorously con-
ducting qualitative assessments. We define and characterize Comparative Structured Observation as a qualitative research method that
takes advantage of the structure of controlled experiments to generate comparable, ecologically relevant experiences with two or
more design variants, often implemented as medium-fidelity prototypes. Researchers observe users and ask them to compare and re-
flect on each variant. We identify criteria for creating a successful Comparative Structured Observation study and illustrate variations
of the method by analyzing four published studies. We also examine six additional studies (three “near” and three “far”) to clarify
the boundary between what should and should not be considered a Comparative Structured Observation. We discuss the benefits and
limitations of the method and argue that gathering comparative reflections about design variants can help researchers assess and

advance their design concepts.
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1 INTRODUCTION

A key role of Human-Computer Interaction (HCI) research is to generate novel concepts that inform the design of
interactive systems. HCI researchers can generate new design insights by drawing upon a variety of well-defined em-
pirical qualitative methods in the early phases of a design-based research project. For example, naturalistic observation
helps researchers understand user needs in field settings and produce implications for design; whereas participatory
design involves target users and researchers working together to explore new design concepts.

However, once a design concept begins to take shape, often in the form of a medium-fidelity prototype, it remains
challenging to assess it with users. The goal at that stage is not yet to validate a final design, but rather to obtain
insights from users that can inform the design direction and refine the concept. We are interested in clearly defined
qualitative methods that take advantage of users’ reflections to assess and advance design concepts as HCI researchers
explore, develop and assess them. Of course HCI researchers derive design ideas from a variety of sources, including
theory [3, 45] and conceptual work [26, 49]. Even so, regardless of the idea’s origin, researchers must still find a way
to empirically assess whether or not it offers a promising design direction.

Researchers from Psychology and Computer Science came together in the early 1980s to found the CHI (Computer-
Human Interaction) conference and its community. Social scientists were encouraged to demonstrate not only their
insights about users but also the corresponding implications for design. Similarly, technically trained researchers were

encouraged to not only design novel systems but also demonstrate positive benefits for users. This combination of
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Psychology and Computer Science approaches remains central to the CHI community even as the field has expanded
to encompass additional social sciences, engineering disciplines, and design fields.

This historical grounding has led some HCI researchers (and reviewers) to insist that new system designs must be
compared to other designs with controlled experiments and quantitative measures. However, such experiments are
only appropriate for evaluating clearly articulated, testable hypotheses, such as demonstrating improved performance
with a specified interaction technique. Such studies are far less relevant when the researcher’s goal is to assess the
user’s subjective reactions to potential design variants or to choose among alternative design directions.

Some HCI reviewers assume that evaluating a novel system requires quantitative methods, which has in turn led
some authors to avoid qualitative study designs, even when quantitative assessments are either too early or altogether
inappropriate. Greenberg and Buxton [25] argue that this emphasis has a cost, since it encourages HCI researchers
to focus on getting the design right, i.e. selecting a design early and perfecting it, rather than getting the right design,
i.e. generating and comparing multiple design alternatives to explore their strengths and weaknesses. Prominent HCI
researchers have gone further, speculating that HCI’s over-emphasis on quantitative usability evaluations may be
linked to the low adoption of published interaction design research outside of the field [25, 32, 43].

Of course current HCI research includes a variety of accepted qualitative methods. For example, design-oriented
researchers who try to “get the right design” use qualitative methods to critique ideas early in the design process.
Industry-based user experience (UX) designers who want to “get the design right” often run usability studies to gather
customer reactions about near-final designs. However, researchers who have already invested significant time and
effort in developing interactive prototypes face a dilemma if they want to get the right design:

Is it better to run an informal qualitative study that produces “fuzzy” claims about how much users “like” the
new design or to run an inadequately controlled experiment with hypotheses chosen more to demonstrate statistical
significance than for their relevance to assessing the design concept? Should the authors add an experiment to appease
reviewers even if the primary contribution stems from qualitative insights? What about reviewers who are excited by
a new concept but reject the article because the inadequacy of the experiment detracts from the work?

Like many of our colleagues, we have been frustrated by the lack of an accepted, named method with well-articulated
criteria that bridges the gap between informally testing an early design prototype and formally testing claims about
causal relationships among design variants. We have each struggled with these issues as our respective research foci
have evolved, shifting from primarily quantitative experiments to qualitative and mixed-methods studies. Over the
years, we have expanded our use of quantitative methods to include an increasing emphasis on qualitative elements.
We have published multiple studies that combine the underlying rigor of controlled experiments that manage the sys-
tematic presentation of design variants with the richness of qualitative data analysis. This has often led to a disconnect,
where some reviewers compliment the rigor of our methodology while others focus on the “missing” quantitative data.
We have heard the same challenge from colleagues who conduct research similar to ours. We thus argue that HCI needs
to explicitly characterize a well-defined qualitative method for assessing promising design concepts as they emerge
from exploratory research, without having to fully implement and validate the final design. Our goal is to provide a
commonly agreed-upon set of guidelines for rigorously conducting such studies.

Just as Braun & Clarke [7, 8] demarcated Reflexive Thematic Analysis in psychology, we define and characterize
Comparative Structured Observation as a method for structuring qualitative studies where users explicitly compare and

reflect upon their experiences with specified design variants.
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To arrive at this characterization, we reflected deeply on our own mixed-methods published research and that of
others who have published similar studies. We abstracted the key methodological characteristics that produce a rigor-
ous qualitative comparison. This characterization required multiple iterations, both to establish which characteristics
are essential and which are optional, as well as to clearly articulate each characteristic. We sought informal feedback
on drafts from approximately a dozen researchers with backgrounds in the Psychology+CS approach to HCL

Comparative Structured Observation takes advantage of experimental (or quasi-experimental [14]) protocols to facili-
tate comparable conditions with respect to design variants. We argue that the key is comparison: Comparative Structured
Observation provides users with comparable experiences, either with multiple new design variants or with the status
quo, which lets them reflect deeply on the advantages and disadvantages of each. Researchers observe and compare
how users experience and react to each variant and probe for additional insights. Organizing these experiences accord-
ing to experimental design principles also helps to account for nuisance factors such as learning and fatigue, since
users can reflect on how their experiences change under these different conditions.

After first characterizing Comparative Structured Observation, this article analyzes four of the published studies
that we used to extract and refine the characteristics. We further analyze additional published studies to clarify the
boundary between what might or might not be considered a Comparative Structured Observation and establish clear
criteria for conducting a rigorous study. We hope that providing this common foundation, rationale and suggested best
practices will facilitate adoption of this method by HCI researchers, not only by helping them to design and conduct
more effective comparative qualitative studies but also by assessing such studies fairly and consistently. Note that our
primary audience for using this method are HCI researchers with prior training in both qualitative and quantitative
methods. However, we also believe that practitioners trained in Comparative Structured Observation methodology will

also be able to use it productively in their design practice.

2 CHARACTERIZING COMPARATIVE STRUCTURED OBSERVATION

The primary goal of Comparative Structured Observation is to capture insights from participants’ reflections about
selected design variants in order to generate implications for design, either by identifying the aspects of the
design that do or do not work well and why, or by providing direction for how to improve the design. Comparison is
essential — both participants and researchers must be able to compare and reflect on the advantages and disadvantages
of each variant relative to its context of use. Because Comparative Structured Observation often yields knowledge about
how tasks moderate the success of different design choices, sometimes characterized as What design works when? how?
and why?, design implications should be richly contextualized.

The next section defines Comparative Structured Observation, with a rationale for the name. We then identify the
specific characteristics that constitute a Comparative Structured Observation study. (Section 6.1 describes the history
of how we came to adopt Comparative Structured Observation as a design method, which provides context for the

definition and characteristics.)

2.1 Definition and Rationale for the Name

We define Comparative Structured Observation as:

an interventionist, qualitative method for assessing and advancing a design concept where researchers
observe participants as they compare and reflect deeply upon their experiences with selected design
variants, exposure to which is structured according to experimental design principles.

3
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We chose the name Comparative Structured Observation because it evokes key desired characteristics of the method.
It emphasizes qualitative observation of how study participants experience and compare design variants, with struc-
tured tasks or events that are usually imposed by the researcher. We note that the shorter term Structured Observation
does appear in a number of qualitative research fields. For example, sociology textbooks [19] refer to Structured Ob-
servation as a naturalistic observation conducted in a systematic way, with no explicit intervention by the researcher.
Structured Observation also appears in several applied social sciences, including educational research [16], organiza-
tional behavior [38, 41], and healthcare [11], who often use “systematic observation” [17] as a synonym. However,
these publications use the term Structured Observation informally, mostly to remind researchers that creating a struc-
tured observation checklist will facilitate subsequent data analysis. We feel that the longer term Comparative Structured
Observation both captures what we mean and will not be confused with prior and informal uses of the shorter term
Structured Observation.

Our definition of Comparative Structured Observation is explicitly interventionist, since the researcher imposes de-
sign variants for the study participants to experience, either by generating tasks for them to perform or ensuring the
presence of naturally occurring events.

Comparative highlights the centrality of comparison, which is key to the design of controlled, quantitative experi-
ments [14]. Here, we obtain similar benefits with qualitative studies, since exposing participants to two or more design
variants encourages participants to reflect on and compare the strengths and limitations of each. Participants explic-
itly compare their experiences with ecologically grounded tasks which provides a rich foundation for critiquing the
proposed design elements, with a correspondingly richer, deeper feedback. Comparison also helps researchers assess
the impact of design decisions more clearly, especially those that vary across the design variants.

Structured refers to the structuring of study participants’ activities and the ordering of their exposure to different
design variants, e.g., through counter-balancing. The researcher selects specific tasks or events to facilitate both the
participant’s and the researcher’s ability to compare and reflect on the variants. The tasks should be grounded in real-
world context to be as ecologically valid as possible. The researcher takes advantage of the principles of experimental
design to control the presentation of conditions (the design variants) and tasks as well as to explicitly account for
various “threats to validity” [14, 48], such as primacy and recency effects, learning and fatigue effects, and confirmation
bias [28]. Note that borrowing the structure of controlled or quasi-experiments [14, 48] does not imply that we also
borrow the corresponding emphasis on quantitative measures, nor the expectation that the studies should be designed
to test operationalized hypotheses or establish causal relationships.

Observation highlights researcher’s observation and recording of qualitative aspects of the users’ behavior. Re-
searchers and participants must interact with each other, usually in the form of a post-hoc interview, in order to
gather detailed reflections about participants’ in-context experiences with the system of interest. Note that interviews
alone are insufficient to be considered “observation”—in all cases, researchers need an independent source of data
that captures each participant’s behavior with respect to the design. This combination of observation and interviews
aligns well with the mixed-method framework advocated by Johnson & Onwuegbuzie [28], where interviews con-
ducted during or after observing how participants have performed tasks or experienced events add to the richness of

the qualitative results that can be drawn from the study.

2.2 Characteristics of Comparative Structured Observation
We characterize Comparative Structured Observation as follows:
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Researchers explicitly define at least two comparable design variants that all participants experience as they
perform the same or equivalent tasks. In experimental design terms, this means that the study must always include at
least one within-participant factor. Design variants may include:

(1) two or more variants of a novel design concept, e.g., designs for synchronous online lectures that add different

types of simulated attendee proximity cues.

(2) a new design and a baseline, where the baseline can be a different system, e.g., a novel vs. an established doc-
ument editor, or the absence of the new system, e.g., a browser as the baseline vs. the browser with a novel
plugin.

(3) two or more variants of a novel design concept and a baseline, which simply combines (1) and (2) into a single
study.

Design variants are usually expressed as medium-fidelity prototypes, although low-fi and hi-fi prototypes
are possible. Designs must be sufficiently mature to capture how users will experience different aspects of the design
concept through performing relevant tasks.

Researchers derive participant tasks based on formative research, either conducted directly by the researcher
or derived from the research literature. Tasks are chosen to maximize ecological validity and generate qualitative data
relevant to the design concept. When imposing tasks is difficult or irrelevant, the basis of comparison may be derived
from an activity’s inherent structure, e.g., naturally occurring notifications that interrupt the user from a primary task.

Lab and field settings are both appropriate. Field studies offer greater ecological validity, but are not always
possible, e.g., when a design implementation is not sufficiently robust for field use. Lab studies may allow participants
to experience relevant events more quickly than under field conditions or confront them with rare but important
events.

Participant exposure to tasks and design variants meets best practices of experimental or quasi-experimental
design to mitigate known threats to validity.

Participants compare and reflect upon their experiences with each design variant. The study protocol in-
cludes capturing qualitative data where participants explicitly compare and reflect deeply on their experiences with
the design variants.

Researchers compare and reflect on participants’ experiences based on direct observation or other sources
of rich data. Ideally, observation is live and in person, but may be conducted remotely, e.g., via video link, or involve
recorded video or other rich log data.

Researchers conduct post-hoc interviews, either semi-structured or open-ended, after participants have experi-
enced the design variants. These interviews probe for additional information about participants’ experiences or what
researchers observed during the study, with the emphasis on comparing the different design variants.

Researchers emphasize gathering qualitative data to obtain rich, contextualized insights about design variants.
This advances the goal of driving design innovation based on the grounded reflections reported by participants and
the researcher’s interpretations of their behavior and reflections.

Researchers may also capture quantitative data to help interpret qualitative data, but this is considered sec-
ondary. For example, the researcher may collect self-reported measures of satisfaction or measure time to complete a

task and compare it to the user’s perception of their own performance.
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Researchers analyze qualitative data using recognized methods, such as reflexive thematic analysis [8] or
grounded theory [50]. Thematic analyses will normally include both inductive and deductive analysis, since the struc-
ture of the participants’ tasks or experiences will provide themes for some of the “top-down” analysis, and “bottom-up”

insights are always welcome.

3 RELATIONSHIP TO OTHER METHODS

For simplicity, we use the abbreviated term Structured Observation from this point forward, much as Braun and Clarke’s [8]
“reflexive thematic analysis” is often simplified to “thematic analysis”.

So, how does Structured Observation compare to other empirical HCI methods? HCI is a highly multidisciplinary
field with methods and analysis techniques drawn from multiple disciplines, not only from the social and natural
sciences, but also from design and engineering [3, 36]. Some HCI researchers take an explicitly positivist stance and
run controlled laboratory experiments to establish general cause-and-effect relationships. They record quantitative
measures, usually performance metrics such as speed and error, and often ask Likert-style questions about participants’
preferences. Statistical tests determine if, for example, one interaction technique is better than another according to
certain dependent measures, given specified tasks and environments. Such experiments are appropriate when clear,
quantifiable hypotheses can be established and ecological validity is deemed less important.

However, many HCI researchers are not interested in quantitative performance measures and instead seek insights
about complex, multi-faceted design concepts. Some researchers gather qualitative feedback from experts and other
stakeholders, without directly involving users. For example, design critiques [1] are conducted by experienced design-
ers to gather “constructive criticism” about a design to determine whether or not the design meets its objectives. How-
ever, other researchers seek rich, contextualized qualitative data directly from the target user population to assess the
value of the concept or to inspire new design directions. Such research fits more comfortably within an interpretivist
stance, where the goal is not to make strong generalizations, but rather to better understand the user’s perspective. HCI
researchers can draw from a large, established literature regarding quantitative evaluation methods, but have fewer ac-
cepted methods for rigorously structuring user studies that maintain a qualitative focus. This creates a disparity across
research goals and assumptions, which can lead to conflicts between some HCI researchers with different disciplinary
backgrounds when they attempt to justify their research approaches.

Several HCI researchers have addressed this conflict explicitly. For example, Gray & Salzman’s [23] critique of five
highly cited HCI articles argues that researchers should follow Cook & Campbell’s [14, 48] advice for creating “quasi-
experimental designs” to maximize ecological validity while maintaining a level of experimental control given specific
“threats to validity”. However, as Runkel & McGrath [40, 47] demonstrate, no individual research method is ever fully
sufficient, since each method optimizes one result at the expense of others. Mackay & Fayard [37] address this by
advocating triangulation across methods, a “mixed methods approach” [28] that helps balance the trade-offs inherent
in running quantitative and qualitative studies. They also highlight the differences between the research goals of social
scientists who seek better understanding of human behavior, cognition, and emotion; and those of HCI researchers,
who are more interested in understanding users in order to generate implications for design.

Table 1 compares and contrasts Structured Observation to ten empirical methods with well-defined characteristics
commonly used by HCI researchers, including some borrowed from psychology and the social sciences, and some
created specifically by HCI researchers. We do not include general methodological approaches, such as participatory
design [24], action research [31] and activity theory [10], since they encompass a broad range of specific methods and

are less amenable to the precise characterization given in the table. Because many empirical HCI studies can be viewed
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Source Project | Research Primary Intervention? Primary |Comparison| Participant
Discipline Setting Research Goal “| Analysis | Required? |Reflection?

Research methods

Comparative

. Psych, Soc Sci later an: design implications es ualitative es es
i Structured Observation Y 4 gn imp Y q Y Yy

Naturalistic Observation Anthro early field understand users no qualitative - -

Contextual Inquiry HClI early field understand users yes qualitative - yes

Experience Sampling Soc Sci all field understand users yes qualitative - yes

Diary Study Soc Sci all field understand users yes qualitative - yes

Cultural Probe JzIeRIsENFG early field idea generation yes qualitative - -

Technology Probe HClI later field evolve design yes qualitative - yes

Usability Study Ergo, HCI later any identify problems yes quantitative - -

Quasi Experiment Soc Sci later field causal relationships yes quantitative yes -

Controlled Experiment Psych later lab causal relationships yes quantitative yes -

Table 1. Contrast between Comparative Structured Observation and other methods common in HCI research, including
source discipline; research phase, setting, and goals; intervention and analysis type, and whether the method explicitly
requires comparison and reflection.

as “user studies”, we omitted them as too general and poorly defined. Similarly we omitted “field studies” as being an
overly general term for user studies conducted in the field.

Naturalistic observation[2] is used extensively in anthropology and other social sciences to collect field data, without
intervention or other manipulation by the researcher. The primary goal is to understand naturally occurring human
behavior, primarily by analyzing qualitative data, with no explicit comparisons or reflections by participants. HCI
researchers often use naturalistic observation to discover user needs and prepare for more highly structured design
methods.

Contextual Inquiry [5] is an anthropology-inspired HCI method where researchers interview people in a field setting,
usually a corporation, to identify their needs with respect to a new or existing technology. The primary goal is to better
understand user needs in context, with intervention in the form of interview questions. Although comparison is not
required, study participants are sometimes asked to reflect on their experiences with respect to other systems.

Experience sampling[33] and Diary studies [46] are borrowed from the social sciences. They ask participants to
record specific experiences over a period of time in order capture qualitative, contextualized user experiences, although
quantitative data may also be logged automatically. These studies involve interventions in the form of semi-structured
questions and optionally a prototype, but do not involve comparisons, although they do ask participants to reflect upon
their experiences.

Speed Dating [18] is a design-oriented interventionist method created to assess design concepts and reflect on their
merits by exposing users to multiple lo-fidelity sketches, storyboards or mock-ups of diverse design concepts. This
method asks participants to quickly assess a relatively large number of early-stage designs, rather than the two to three
that are common in Structured Observation with somewhat more advanced designs. Explicitly comparing the design
concepts to each other is not required. Exposure to the design variants is not controlled according to the principles of

experimental design, nor are tasks required.
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Cultural probes [22] are a design-inspired HCI method intended to produce ideas by creating artifacts and assigning
evocative tasks that participants perform in specified settings. They do not seek to understand users in the traditional,
social science sense, but instead seek to stimulate the designer’s imagination. The data is qualitative, with no compar-
isons, although participants may sometimes be asked to reflect upon their experiences.

Technology probes [27] ask users to try a new technology for a specified period of time in a field setting. This is
an explicitly multi-method HCI approach that addresses three different types of research goals: obtaining qualitative
and quantitative data about users’ experiences; assessing technical constraints relative to the specific use setting; and
inspiring ideas that advance the design concept. Technology probes involve intervention, both in the installation of
the technology and in the form of post-hoc interviews. Participants are not asked to make comparisons but are asked
to reflect upon their lived experiences.

Usability studies [42] are an HCI method inspired by Human Factors or Ergonomics research, with the goal of
testing late-stage prototypes or products to determine if and how well users can access features to achieve their goals.
The focus can be on either qualitative data about how the interactive technology was experienced or on quantitative
performance data. Researchers intervene by asking users to perform pre-defined tasks with the prototypes/products.
Although comparison is not required, participants may be asked to reflect on their preferences with respect to the
system.

Quasi-experiments [14, 48], or more generally, field experiments, are drawn from psychology and other natural
sciences, and seek to determine causal relationships. Although based on controlled experiments, they are designed to
address potential threats to validity that arise when experimental conditions cannot be fully controlled in the field.
Quasi-experiments focus on quantitative data generated by participants’ performance on pre-defined tasks, although
qualitative data may also be collected. Comparison is required although participant reflection is not.

Controlled experiments [14, 39] are drawn from psychology and other natural sciences, with the explicit goal of
determining causal relationships across factors. Researchers intervene by defining initial hypotheses that can be oper-
ationalized into participant exposure to conditions and well-defined tasks, with quantifiable measures of performance.
Experiments focus on quantitative data and comparison is required although participant reflection is not.

The above research methods each address different research needs. Comparative Structured Observation provides a
useful complement to these methods, and borrows characteristics from both qualitative and quantitative approaches.
It combines the rigorous design of an interventionist study based on well-established experimental design principles
with the careful analysis of participants’ comparative reflections using well-known qualitative analysis methods. The
goal is to organize the presentation of conditions so as to maximize the participant’s ability to systematically compare

and reflect upon relevant design characteristics and thus advance the design concept.

4 COMPARATIVE STRUCTURED OBSERVATION CRITERIA

Determining whether or not a particular study design should be considered a Comparative Structured Observation
requires assessing it according to a specific set of criteria. Table 2 presents two checklists: the first is designed to
help researchers determine whether or not a particular study design should be considered a Comparative Structured
Observation study. The second suggests features for designing and conducting a “good” one.

Our goal is to improve the quality of future qualitative studies by encouraging both HCI researchers and reviewers
to employ these criteria in a consistent way. Note that each criterion for what constitutes a good use of the method
could be expanded into a full set of its own criteria. For example, best practice for reporting qualitative results includes

a brief summary of the most “obvious” points, followed by a more detailed analysis of the most important or surprising
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Study qualifies as a Comparative Structured Study qualifies as a good Comparative
Observation if it ... Structured Observation if it ...
. builds on design concepts influenced by formative reports on substantive formative research, e.g. a well-run
Design B . ) : )
. || research, ideally conducted by the researcher but also participatory design workshop that includes reflection by
Concept Basis N -
from the literature. both participants and researchers.

ensures that each participant experiences at least two
2| design variants in the study, e.g. different novel designs,
variants within a novel design, or a baseline.

chooses design variants that meaningfully advance the design
concept(s) and avoids straw-man comparisons.

structures participant activities so they can experience and

Role of . . . . chooses and structures meaningful activities for participants,
. 3| compare design variants, e.g. perform equivalent tasks with ) )
Comparison . . e.g., ecologically valid tasks.

each design variant.
structures comparisons according to experimental design | justifies the protocol relative to the setting (lab or field)

4| or quasi-experimental design principles, e.g. counter- and comparisons being made, according to best
balance tasks for order. experimental or quasi-experimental design practices.
records participants' comparisons and reflections on the includes well-designed interviews or surveys that elicit

5| qualitative differences in their experiences with the design | detailed, thoughtful comparisons by participants after
variants, e.g., through interview questions. exposure to the design variants.

Type of Data records participants’ interactions with each design variant, | collects rich, in-situ observational data or the best-possible

Collected 6| e.g. through video recordings or high-quality cinematic alternative, e.g. remote video or substantive experience
logs. samples.
records quantitative data only if it helps add context to records quantitative data, if relevant, to contextualize
7 | qualitative data; e.g. percentage of time participants spent | qualitative data, e.g. participants' interactions with design
in an activity. elements that clarify their experiences.
- , . . demonstrates that participants have compared and
analyzes participants' comparisons and reflections about . : i .
8 - . h . ) . reflected deeply about their experiences with the design
the design variants; e.g. with reflexive thematic analysis. )
variants.
analyzes researchers' independent assessment of the ) o
- \ ) . ) ) leverages rich, qualitative data so that researchers can
9| participants' experiences; e.g. with reflexive thematic . - ' .
. independently assess participants' reflections.
Type of Data analysis.
i conducts and reports a rigorous qualitative analysis
Analysis ducts and rep: g qualitat ly:
10| treats qualitative analysis as primary. according to the best practices of a well-established
qualitative method.
analyzes quantitative data according to the best practices of
11| treats quantitative analysis as secondary. well-established quantitative methods, either or both
descriptive or inferential statistics.
Results |12 reports findings and analysis to advance one or more explicitly discusses the implications for design and how the
design concept(s). design concept(s) should evolve, based on the study results.

Table 2. Left: Comparative Structured Observation checklist. Right: Suggested features of a “good” Comparative Struc-
tured Observation study.

findings; and best practice for creating an experimental design includes generating “equivalent” tasks and structuring
their presentation to avoid unwanted nuisance effects, such as learning or fatigue. Unpacking each criterion is beyond
the scope of the current article, and we expect researchers who use Comparative Structured Observation to have suf-
ficient prior training in both qualitative methods, e.g., [7, 8, 12, 15], and quantitative design and analysis methods,
eg. [14, 39].

5 PUBLISHED STUDIES USING COMPARATIVE STRUCTURED OBSERVATION

The following four case studies from the HCI literature meet the criteria of Comparative Structured Observation, but
could be improved if they followed the suggestions listed in right-hand column of table 2. We chose these articles,

including some of our own, to illustrate different variations of the method. Note that Koch et al. [30] and Kahn et
9
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al. [29], our own most recent uses of this methodology, use the term Structured Observation in the publication, but not
the full term Comparative Structured Observation. It is only in writing this article that we feel that the longer term of
Comparative Structured Observation more accurately captures the method.

Each of the four studies follows a properly controlled experimental protocol and although the authors collect quan-
titative data, the primary purpose of each study is to collect and analyze qualitative data. Each case study describes
the design concept being evaluated, identifies the conditions being compared, and describes the study design, research
goals and key findings. They all suggest implications for design, explicitly or implicitly, which designers can use to
iterate on the design concept. We conclude with an analysis of how the study meets the criteria of a Comparative
Structured Observation and discuss how it might be improved if it were conducted based on the recommendations in

this paper.

5.1 Comparative Structured Observation Case Studies

Case Study 1: Presence and Engagement in an Interactive Drama (Dow et al., 2007)

This study is a good example of comparing two novel design variants (AR and speech based input) to an external
baseline (desktop with keyboard input) in a lab setting. It also illustrates the possibility of not assigning tasks, but
rather relying on an activity’s inherent structure.

System: FACADE [20] is an interactive game that explores a couple’s marital conflict. Players move through their apart-
ment and interact primarily through conversation and by manipulating objects.

Condition comparison: The study compared two novel variants of FACADE — Augmented Reality (AR) and desktop with
speech-based input (SP) — to a baseline desktop variant with keyboard input (KB).

Study design: The study was the first evaluation of the design concept. A key research goal of the AR variant was
to understand how varying levels of immersion affect players’ engagement in the game, in this case an inter-
active drama. The lab study was a one-factor, within-participant design that exposed participants to the three
FAGADE variants, counterbalanced for order. Recorded data included detailed logs of participants” head and body
positions, as well as video of the participant’s view and a third-party view of the participant. The researcher
observed all participant interactions with each system and conducted an open-ended interview after game play
where participants compared and reflected on their experiences with each variant. The focus was on qualitative
comparison, but quantitative measures such as length of play and descriptive statistics were also reported. Re-
sults showed that the AR variant increased most participants’ sense of presence with respect to the characters,
the space and the story. More surprisingly, they also found that an excessive sense of presence interfered with
player’s engagement — some players felt too close to the action and wanted to withdraw. The authors argued
that capturing and contrasting specific, measurable social cues should be included in future studies of the AR
variant of FACADE. The authors also felt it would be valuable to test a hypothesis about social cues that emerged
from the study.

Analysis as Comparative Structured Observation: The study was designed to elicit rich participant reactions to a com-
plex experience. The authors acknowledge that game play might have been more natural had it occurred in a
field setting, but given the restrictions imposed by the equipment required for the AR variant, all three condi-
tions were conducted in the lab, which facilitated comparison. The authors did not assign specific tasks beyond

playing the game itself, but took advantage of the inherent sequencing of story events as the basis for comparing
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players’ experiences. The authors imply implications for design from the findings rather than calling them out
explicitly.

Possible improvements: If this study had been conducted as a full Comparative Structured Observation, the authors would
have identified the specific experiences more clearly, expanded the level of comparative reflection and included

explicit implications for design.

Case Study 2: PageLinker: Integrating Contextual Bookmarks Within a Browser (Tabard et al., 2007)

This study is a good example of comparing a new design and a baseline, and illustrates a quasi-experimental design
run in the field.

System: PAGELINKER [51] is a context-aware bookmark designed to help research biologists navigate through and re-
trace chains of web-based databases and computation tools. Users can track successful transitions from one
page to another, for example by embedding a contextual bookmark in a page containing source data that points
directly to another with an appropriate graphing algorithm.

Condition comparison: The study compared two versions of each participant’s web browser, with and without the
PAGELINKER plugin installed.

Study design: The study was the first evaluation of the design concept. PAGELINKER’s design was influenced by for-
mative studies with biologists who had difficulty keeping track of previously visited web pages and the study
tasks were drawn directly from this work. The longitudinal field study used an ABAB within-participants quasi-
experimental design conducted over a period of four weeks: Participants alternated between weeks without
PAGELINKER (A = baseline condition) and weeks with the PAGELINKER plug-in active in their personal web
browser (B = experimental condition), which allowed researchers to capture data from a real-world context.
Logged data included search time, clicks and page loads. Each week, the researcher observed participants per-
form five pre-determined tasks, counter-balanced for order when relevant. The researcher interviewed each par-
ticipant at the end of the study and again after three months. In addition to reporting significant improvement
in performance measures, including reduced completion time, number of clicks and pages loaded the article
also reported qualitative findings about PAGELINKER’s effect on participants’ work practices over time. Find-
ings included increased ability to return to previously discovered pages, as well as improved ability to manage
interruptions and avoid “bookmark overload”. The authors also identified several user innovations, including
creating alternative bookmarks to avoid future breakdowns and making ‘fuzzy groupings’ of related pages to
escape the hierarchy imposed by global bookmarks and link organisers. The qualitative findings formed the
basis of the proposed implications for the design of navigation tools.

Analysis as Comparative Structured Observation: The month-long field study was designed to gather data from and
about participants’ experiences with PAGELINKER. Alternating weeks with and without PAGELINKER allowed
participants to reflect on its effect on their daily work practices, and ensured that results were not due simply
to increased proficiency over time. The imposition of a set of ecologically valid tasks let participants experience
a compressed version of events that otherwise would have occurred over a longer time period. At the three-
month follow-up, many participants reported that having PAGELINKER created a more stable, robust, navigation
environment in the face of on-going change than not having PAGELINKER. Had the study been conducted in a lab,
participants might have experienced benefits of PAGELINKER for the pre-defined tasks, but would have lacked

insights about its impact on their daily work. By contrast, a standard field study without imposed tasks would
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have made it difficult to measure longer-term performance improvements, and reduced participants’ ability to
make qualitative comparisons with the status quo.
Possible improvements: If this study had been conducted as a full Comparative Structured Observation, the authors would

have highlighted the participants’ comparative reflections more.

Case Study 3: SemanticCollage: Enriching Digital Mood Board Design with Semantic Labels (Koch et al., 2020)

This study is a good example of a two-factor experiment design where two design variants are compared in each of
two design phases, resulting in a [2x2] within-participant design.

System: SEMANTICCOLLAGE [30] is a digital mood board that lets designers transform visual ideas into search queries.
An intelligent algorithm generates semantic labels from images proposed by the designer, which results in new
images and new terms that describe the images.

Condition comparison: The study compared two versions of the SEMANTICCOLLAGE digital mood board: wiTH and
WITHOUT semantic labels, as well as two mood board design phases: COLLECTION and REFLECTION.

Study design: The study was the first evaluation of the design concept. SEMANTICCOLLAGE’s design was influenced by
formative work with professional designers who had difficulty translating vague, visual ideas into productive
image search queries. The study was explicitly described as a Structured Observation, and presented profes-
sional designers with a simulated design competition, with a compressed time frame, to generate ecologically
valid tasks. Participants were exposed to a [2x2] within-participant design with four equivalent design prompts,
counter-balanced across participants, followed by a fifth, open-ended condition where participants design their
own mood board and freely choose whether or not to use SEMANTICCOLLAGE. Participants found the semantic
labels particularly useful in the REFLECTION condition, and appreciated the possibility of searching for images
with images. Participants reported that they felt more in control when they could see the semantic labels gener-
ated by SEMANTICCOLLAGE, and were better able to articulate in words what they wanted to communicate with
images.

Analysis as Comparative Structured Observation: The study was designed to obtain grounded, qualitative data about
participants’ experiences using SEMANTICCOLLAGE at different phases of their design process. Participants ex-
perienced an intense, but highly realistic set of design activities, which allowed them to reflect on and compare
their experiences as they tried to accomplish different goals. Researchers observed how each designer incor-
porated SEMANTICCOLLAGE into their personal design practice. Although the authors recorded and analyzed
quantitative data, the primary conclusions were based on the qualitative data, analyzed with a mixed thematic
analysis. The study results directly influenced the design of a follow-on system called IMAGE SENSE [30].

Possible improvements: If this study had been conducted as a full Comparative Structured Observation, the authors would

have expanded the level of comparative reflection both within and across participants.

Case Study 4: Designing an Eyes-Reduced Document Skimming App for Situational Impairments (Khan et al., 2020)
This study is a good example of a new design compared to an imperfect baseline conducted in a field setting.
System: SKIMMER [29] is a smartphone app that supports eyes-reduced auditory skimming of structured documents,
such as research articles, for users who experience situational impairments, such as motion sickness when
trying to read on a bus. Users can use SKIMMER to skim articles while minimally using their eyes; with an easy-

to-understand read-aloud overview of the document; gestures for eyes-free non-linear document navigation;
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haptic cues for selective visual opt-in, such as vibrations to signal the presence of figures and tables and auditory
cues that reinforce significant skimming moments, such as transitioning from one paragraph to the next.

Condition comparison: The study compared SKIMMER to the VOICEDREAMREADER, a representative read-aloud app that
served as a baseline condition.

Study design The SKIMMER study was the first evaluation of the design concept. The design was influenced by a forma-
tive, needs-finding lab study that produced the concept of eyes-reduced skimming and a set of design guidelines.
The study was conducted in the field, on a public city bus. The researcher sat next to the participant to ensure par-
ticipant safety and observe all interactions. An audio splitter allowed the researcher to hear the same content
as the participant. The study was a one-factor within-participants design that compared SKIMMER to VOICE-
DREAMREADER. Participants were asked to skim two equivalent documents, isomorphic in difficulty according
to several measures. Presentation of conditions and documents were counter-balanced. The article focused on
qualitative comparisons, but included supplemental material with statistical analyses of additional quantitative
measures, such as reading comprehension scores. The study validated the overall design concept by showing
that SKIMMER helped participants understand the gist of the document without using their eyes, unlike the base-
line app which required heavy use of their eyes. The authors also discussed other design elements requiring
further design iteration, such as the presentation of figures and tables, which users mostly ignored, even with
the haptic nudge.

Analysis as Comparative Structured Observation: Participants experienced both SKIMMER and VOICEDREAMREADER base-
line app, which grounded participants’ audio skimming experience. The goal was not to evaluate the two “head
to head”, since VoIcCEDREAMREADER was not designed for auditory skimming, but rather to assess qualitatively
how the participants experienced the unique features of SKIMMER in a realistic but situationally impaired setting.
The authors chose a field study over a lab study to increase ecological validity, especially with respect to the
participants’ ability to compare real-world experiences. Half the participants reported, without prompting, that
they typically experience motion sickness in a moving bus, which clearly had a strong impact on their experi-
ences with SKIMMER: participants were unable to "cheat" by reading with their eyes, as they might have in a
lab study. However, the study lasted only about an hour, of which some time was "lost" waiting for the bus and
other distractions. A focused hour in the lab that let participants exercise more of the design elements would
have highlighted different qualitative results.

Possible improvements: If this study had been conducted as a full Comparative Structured Observation, the authors would
have increased the number of participants to increase the richness of the qualitative insights.

Table 3 summarizes the characteristics of these four case studies with respect to Comparative Structured Observation,
as well as additional study information to aid comparison. Note that the first two studies were published well before
Comparative Structured Observation was characterized as an HCI method. The two latter studies were published 13
years later, after we began to conceptualize the method and were designed to follow the method’s general approach,
but before we had fully characterized it.

To further clarify the boundary between what what we consider to be a Comparative Structured Observation, we
provide three “near” examples that include some structure and comparison, but do not fulfill all the criteria and thus are
not considered Comparative Structured Observation. We also provide three examples that might on the surface appear
to be Comparative Structured Observation but are actually not because they lack a comparison and an experimental

structure. (Refer to the Appendix for four published examples from in the HCI literature that meet the criteria.)
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Published HCI research articles that use Comparative Structured Observation

Article Analysis Fagade PageLinker Semantic Collage Skimmer
Dow et al, 2007 Tabard et al, 2007 Koch etal, 2020 Kahn et al, 2020
c Study goals | |355€SS immersiveness types on|assess contextual book- marks| assess semantic labels for assess eyes-reduced design
g V8 presence & engagement on activity chains composition & reflection on skim & comprehend
¢ Design comparison 2 variants vs. baseline new variant vs. baseline 2 variants x 2 task types [2x2] new variant vs. baseline
b Study design experiment quasi experiment experiment experiment
w
-g Assigned tasks no yes yes yes
o Setting lab field lab field
g Formative research lab study: design variations, observation, participatory participatory design lab study to identify design
£ activities game forum mining design workshops workshop, questionnaire guidelines
= Participant reflection post-hoc interview, post-hoc interview, 3-month post-hoc interview, . .
f=] . ) X . post-hoc interview
] source questionnaire follow-up questionnaire
< Researcher reflection - . N . A . . .
-2 in situ observation in situ observation in situ observation in situ observation
= source
& Analytic emphasis qualitative, reflective qualitative, reflective qualitative, reflective qualitative, reflective
o " - : #
£ o video recording, researcher video recording, researcher
Qualitative data researcher notes researcher notes
8 notes notes
Quantitative data logged data, questionnaire logged data, questionnaire questionnaire questionnaire
Author description qualitative study time-series quasi experiment structured observation structured observation
Participants 12 12 15 6
Participant allocation within within within within
%]
= . s . 2] cross-system variants 2x2] variants x system or .
[L@ Key comparison factor [3] within-system variants (2] A 2 ; 4 [2] system or baseline
? ] (YIN) baseline
1 Structure of activity game events 5 tasks per condition | task per 4 conditions | task per condition
= Time frame | 3-hour session 4 |-hour sessions + followup | |-hour session | I-hour session
i Duration single session longitudinal single session single session
] event logs, measures of bod: event logs of clicks, task
g L R Ag . 4 X gA NASA TLX questionnaire, . .
Xe] Quantitative data position, user dialogs & completion time & page loads, X ) K reading comprehension scores
= X ) : likert-style questionnaire
B system processing questionnaire
< observed events, user observed events, user observed events, user observed events, user

Qualitative data
comments comments comments comments

new hypothesis, implicit | value of design concept, design |value of design concept, design |value of design concept, design

Key outcomes L Lo R X L T
design implications implications, user innovations implications implications

Table 3. Comparative analysis of four published Comparative Structured Observation studies from the HCI research
literature, according to the characteristic identified in Section 2 as well as additional study details.

5.2 Examples considered “near” Comparative Structured Observation

The first three examples include many of the characteristics of a Comparative Structured Observation, but their study
designs lack at least one key element. These studies might be described as “leveraging its methodology, but are not
Comparative Structured Observation”. Note that even though a particular study design may not meet the method’s
criteria, this does not imply the method is not legitimate. It simply means that the researcher should not claim that the
study is a Comparative Structured Observation and either qualify it as another established method, or justify it on its

own terms.

Example 1: Social CheatSheet: An Interactive Community-Curated Information Overlay for Web Applications. (Vermette
et al., 2017)
System: SociAL CHEATSHEET [55] overlays relevant community-curated instructions and multi-step tutorials directly
atop any web application.
Condition comparison: SocIAL CHEATSHEET is evaluated but not compared to any other design or baseline.
Primary evaluation goal: To assess SociAL CHEATSHEET’s usefulness and usability, how well it supports the design
requirements derived by the authors, and its likelihood of adoption.
14



Comparative Structured Observation TOCHI (to appear), 2025,

Study design: The one-week “task-based field deployment” logged participant interactions and researchers probed for
participants’ perceptions of the system in a follow-up interview.

Why this is not Comparative Structured Observation: The comparison to the status quo exists outside of the study —
participants are only asked to describe to what extent would they would like to continue to use SociAL CHEAT-
SHEET. The lack of comparison across the study conditions increases the likelihood of threats to validity. To be
considered a Structured Observation, the researchers would have had to include direct comparisons to the status

quo as an explicit part of the study, for example in an A-B-A style quasi-experimental design.

Example 2: How Novices Sketch and Prototype Hand-Fabricated Objects. (Bosseau et al., 2016)

System: The study does not evaluate a design concept [6] .

Condition comparison: The [3x4] mixed study design compared drawings according to two factors: audience (self, part-
ner, external jury) and design phase (ideation, concept development, fabrication, presentation).

Primary evaluation goal: The authors are interested in designing tools to support drawing support. The study examines
designers’ drawings at phase of the design process for three different audiences: themselves, their partner and
an external jury.

Study design: Study participants participated in a one-day phased design charette in which they produced sketches
related to the design of a pair of physical artifacts. Participants created sketches for themselves, for a remote
partner who would fabricate one of their designs and for an external jury.

Why this is not Comparative Structured Observation: The study design exhibits all the characteristics of the method,
except that the participants are not asked to reflect on a novel design concept, nor do they compare and reflect
upon their drawing strategies in each condition. Evolving a design concept is central to the method and par-
ticipant comparison and reflection are needed to provide rich qualitative data that captures the participant’s
perspectives to mitigate against the threat of the researcher imposing their own interpretation of the observed
data.

Example 3: Feeling Stressed and Unproductive? A Field Evaluation of a Therapy-Inspired Digital Intervention for Knowl-

edge Workers. (Chow et al., 2023)

System: An intervention inspired by cognitive behavioral therapy that consists of: (1) using the term “Time Well Spent”
in place of “productivity”, (2) a mobile self-logging tool for logging activities, feelings, and thoughts at work,
and (3) a visualization that guides users to reflect on their data [13].

Condition comparison: The study compared the therapy-inspired intervention to a baseline intervention that was de-
signed to be a basic productivity-focused self-monitoring tool. Study participants only experienced one inter-
vention, i.e., a between-participants design.

Primary evaluation goal: To assess the impact of the therapy-inspired intervention on knowledge workers compared
to a classic, productivity-focused baseline intervention, and to gain insights on how to evolve the design.

Study design: Study participants participated in a four-week remote study. The duration was split into two phases:
logging (while intervention was used) and follow-up (intervention not used), each lasting approximately two
weeks. Surveys were administered before the logging phase ( pre ), after the logging phase ( post ), and at the
end of the follow-up phase ( final ). Interviews were conducted at the end.

Why this is not Comparative Structured Observation: The study design exhibits all the characteristics of the method,

except that the participants only experience one condition. While those who experience the therapy-inspired
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intervention (novel design concept) are asked to reflect on its design, they do not compare and reflect on it
relative to the baseline intervention. Thus, only the researchers can compare the experiences of the two groups
of participants who experience the different interventions. The design does not mitigate against the threat of

the researcher imposing their own interpretation on the observed data.

5.3 Examples considered “far” from Comparative Structured Observation

Many well-designed and well-conducted studies reported in the literature involve observation, include some amount
of structure to the study design and use qualitative methods as the dominant analytic approach. Although these might
appear at first glance to be Comparative Structured Observation, we do not include them because they lack an explicit
comparison. We chose the following examples to help clarify the boundary between what should and not be considered

Comparative Structured Observation.

Example 4: Note to Self: Examining Personal Information Keeping in a Lightweight Note-Taking Tool (Van Kleek et al.,

2009)

System: LIST.IT [54] is a simple browser-based textual note-taking utility designed to capture personal information.

Condition comparison: The system is not compared to any other system.

Primary evaluation goal: The authors are interested in examining how people use personal note-taking tools and in
developing a basic note-taking tool that effectively addresses their needs.

Study design: On each day of the 10-day study, participants received two email prompts to create notes. Participants
completed a short exit survey at the end, but were not interviewed. Software logging captured all interactions
with the system, and were analyzed with descriptive statistics. No additional qualitative data was collected.

Why this is not Comparative Structured Observation: The study design is similar to the field deployment of SociaL
CHEATSHEET described in Example 1 in Section 5.2, but does not collect qualitative data or ask participants
to compare their experiences with alternative designs. Thus the comparison and design implications are neces-

sarily more limited than they could have been.

Example 5: Left-over Windows Cause Window Clutter... But What Causes Left-over Windows? (Wagner et al., 2013)

System: WM-Lisa [57] is a window manager logging system developed to capture data about how users create and
cope with left-over windows between work sessions.

Condition comparison: None. WM-Lisa is used to log data, but is not the focus of the study.

Primary evaluation goal: To provide detailed data logs of when users create and delete windows on their desktops and
how long those windows persist from session to session.

Study design: The 10-day study used WM-LisA to log when users opened and closed their windows. During the final
four days, the system popped up a mini-questionnaire whenever the participant started a new session, based
on five randomly chosen screenshots from their current set of left-over windows. Participants were encouraged
to avoid speculation and offer specific, in-context reasons as to why they abandoned certain windows. The
researcher interviewed participants at the end of the study and asked them to reflect on their reboot strategies
and their patterns of left-over windows.

Why this is not Comparative Structured Observation: Participants were not asked to experience and reflect on a new
system. Although participants did provide rich, qualitative data about their window management activities,
they were not asked to make comparisons. The only exception was when they considered how their strategies
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changed before and after a reboot, but reboots were not included directly in the study. The article focused on
the quantitative analysis of participants’ window management strategies, which led to implications for window

management design.

Example 6: High Costs and Small Benefits: A Field Study of How Users Experience Operating System Upgrades (Vitale et

al,, 2017)

System: The study does not evaluate a new design concept [56].

Condition comparison: None

Primary evaluation goal: To understand how users experience operating system upgrades, both at the time of the up-
grade and for next four weeks following the upgrade.

Study design: The field study involved in-situ observation, often in the participants’ homes, where the researcher ob-
served the participant upgrade the operating system on their own device, followed by a semi-structured inter-
view and short survey. In the subsequent diary study, participants received a daily email reminder over the
next four weeks to report any noticeable changes in their system stemming from the upgrade, or if nothing
remarkable happened. The researcher conducted a brief check-in interview after two weeks and conducted a
semi-structured interview at the end.

Why this is not Comparative Structured Observation: Although the study collects rich, qualitative data and participants

are asked to reflect on their experiences, it does not make any explicit or implicit comparisons with a design

variant.
Case stud Cond Evaluation Why not Comparative
Publicati Y Study design Cso? 7 P , | System
or Example comparison goal Structured Observation?
Dow etal. (2007) cs#l 2 variants assess single session lab study FACADE
vs. baseline design concept using game events
Tabard etal. (2007) cs#2 new varljant _assess limited-series ﬁeld. experiment, cso R PAGELINKER
vs. baseline design concept 5 representative tasks
2 variants x assess . " SEMANTIC
Koch et al. (2020 CS#3 | lab stud; [eNe] -
GG ) # 2 task types [2x2] design concept single session fab stucy COLLAGE
Kahn etal. (2020) Cs#4 new variant assess single session field study cso - SKIMMER
vs. baseline design concept
assess no condition comparison, SOCIAL
Vermette etal. (2017) EX#| - el @S I-week task-based field study near other than informal CHEATSHEET
Bosseau etal. (2016) EX#2 no variants understand user | all-day lab study, directed tasks and near no novel design, limited
. 2-factor design [4x3] behavior collaborations participant reflection
Chow etal. (2023) EX#3 new variant assess 4-week logged field study with near | M condition comparison : therapy-inspired
: vs. baseline design concept surveys, follow-up interviews by participants intervention
Van Kleek et al. (2009) EX #4 - _assess 10-day field study with prompts far ne ccnd!tl_on compan?on, LISTIT
design concept no participant reflection
Wagner etal. (2013) EX#5 _ understand user 10-day logged field study with diary far no novel design, no WM LISA
& . behavior study prompts, follow-up interviews condition comparison (logging only)
Vitale etal. (2017) EX#6 _ understand user field study, 4-week diary study, far no novel design, no
: experience follow-up interviews condition comparison

Table 4. Comparison of four published Comparative Structured Observation studies with three “near” examples and three
“far” examples that are not Comparative Structured Observation.

The four case studies and six examples above illustrate that although studies involving both observation and struc-
tured activities may appear similar, only some should be considered true Comparative Structured Observation. Each
study’s method must be analyzed carefully to ensure that it covers all the characteristics of the method.

We consider the four case studies above to be good examples of Comparative Structured Observation and argue that

the considerable variability in their details illustrates the flexibility of the method, whereas the remaining six studies
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show its boundaries. Table 4 offers a comparative analysis of these studies and summarizes why we consider each to

be either an example of Comparative Structured Observation or a not.

6 DISCUSSION

Many HCI researchers face the problem of how to effectively characterize “mid-phase” research that occurs after initial
work with users has led to a potentially interesting concept or design direction, but before it makes sense to ask precise,
quantitatively testable research questions. Indeed, such questions may never make sense, especially when comparing
and assessing complex, multi-faceted design concepts. In such cases, researchers are more interested in obtaining
deep, grounded reflections from target users either about their experience with the new design compared to an existing
system or among design variants within the new system design. As we have demonstrated, the published HCI literature
already includes multiple examples of well-designed, qualitative comparative studies. However, we believe the lack of
a clearly named qualitative comparison method with agreed-upon evaluation criteria has limited the number of such
studies and encouraged authors to focus on quantitative results to the detriment of qualitative insights. For example,
the page limits and reviewing conventions at the time of initial case studies (see Section 5) led at least some of those
authors to emphasize quantitative results and limited their qualitative descriptions, even though the authors considered
the latter more interesting and useful.

The goal of this article is thus to explicitly name, define and characterize Comparative Structured Observation. We
provide clear criteria for successfully running and analyzing such studies. We first describe the origins of Comparative
Structured Observation, and then position it within the interpretivist and positivist perspectives. We then discuss in
what ways it can be considered a mixed method, followed by its benefits and limitations with respect to other HCI
research methods. We explain the value of explicitly labeling and characterizing it as a method, and why it is not
simply a strategy for publishing “failed” experiments. Finally, we argue that Comparative Structured Observation can
be generalized to other disciplines beyond Human-Computer Interaction, and how “relaxed” versions may also be

useful for practitioners engaged in product development.

6.1 Origins of Comparative Structured Observation

How did we come to define Comparative Structured Observation as a design method?

We came to Comparative Structured Observation from different backgrounds. One of us was trained as an experimen-
tal psychologist, the other a computer scientist, thus we both have strongly quantitative origins. Our respective early
HCI research focused predominantly on testing interactive designs with experiments or mixed-methods approaches
where quantitative methods dominated. However, we each realized that quantitative experiments were insufficient for
truly analyzing the complexity of real-world interactive systems and we both shifted to a more qualitative approach.
Even so, we continued to value comparison and found that asking both users and experts to weigh the trade-offs among
different design possibilities offered us deeper insights about each design concept. Like many of our HCI colleagues
with similar prototype-creating, quantitative-first foundations, we suffered from the lack of accepted well-defined
qualitative-first methods for evolving our designs.

We started working together nearly ten years ago during a sabbatical year when we began to co-supervise graduate
students. We struggled with how to evolve the interactive designs emerging from our collaboration, spending con-
siderable time on design and evaluation methods. This sparked deep methodological discussions and analyses of the
literature that spanned subsequent reciprocal lab visits where we compared our published study designs and began

to articulate the Comparative Structured Observation method. We now have several students who have successfully
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published research with this approach. We have presented it to our respective research groups in several workshops,
having developed a slide presentation to explain Comparative Structured Observation, which an external colleague
adapted and presented to over 80 HCI researchers at a local SIG meeting. We also started using the method with ex-
ternal collaborators who welcomed its addition to their practice. Then the time came to characterize the method in a
citable source, much like Braun & Clark [7] did with thematic analysis. We distributed drafts of this paper to collabo-
rators and external colleagues with both quantitative and quantitative backgrounds and incorporated their feedback
as we iterated on the characteristics and created more precise definitions. This feedback also led us to develop the two
checklists in Section 4 to help researchers adopt Comparative Structured Observation. This paper is the culmination
of our collaboration, which we hope will help HCI researchers adopt Comparative Structured Observation into their

research practice.

6.2 Epistemological underpinnings

Where does Comparative Structured Observation fit with respect to interpretivist vs. positivist perspectives?

Orlikowski & Baroudi [44] explain that “positivist” studies are designed to test theory in order to increase predic-
tive understanding of phenomena, and rely upon quantifiable measure of variables, hypothesis testing, and drawing
inferences to generalize from a sample to a population. By contrast, they note that “interpretivist” studies assume that
people create subjective meaning as they interact in the world. The researchers who conduct such studies reject the
idea of an “objective” or factual account of events or situations, and, rather than generalizing from the specifics, seek
to understand the phenomenon more deeply within its context. They argue that “researchers should ensure that they
adopt a perspective that is compatible with their own research interests and predispositions, while remaining open to the
possibility of other assumptions and interests.”

Structured Observation aligns strongly with an interpretivist perspective, but with an infusion of positivism. Struc-
tured Observation is not appropriate for testing formal theory, nor uncovering any objective truth, nor claiming causal-
ity or predictive power. Thus, it is not staunchly positivist. However informal hypotheses or “hunches” about how
elements in a design concept might be experienced can be investigated systematically with Structured Observation by
leveraging experimental methods. The term “hypothesis” has a very specific meaning in experiment design, where a
system can be viewed as “better” based on quantitative metrics such as improved performance. By contrast, informal
hunches about qualitative differences between design variants do not lead easily to claims about which is “better”, since
they cannot be directly quantified. Hypotheses are often not possible due to lack of dependent variables or present
dependent variables that are not amendable to statistics due to insufficient control of conditions and low numbers of
participants. Experimental methods can be leveraged in Structured Observation, in particular, by assigning tasks and
structuring participants’ exposure to design variants to increase rigor. Adding structure to the imposition of tasks
should result in more robust findings from the qualitative data. For example, exposing a participant to a single design
variant is more prone to a participant (even unknowingly) wanting to please the researchers, perhaps by being overly
positive about the design variant, than if they compare two or more variants. Comparison, and in particular reflecting
on experiences with more than one design variant, naturally involves critique, opening the door for participants to
make both positive and negative remarks.

In what ways can Comparative Structured Observation be considered a mixed-method approach?

We define Structured Observation as a qualitative method to emphasize that it can be used solely with the collection
and analysis of qualitative data. The method is also interventionist, in that researchers control the presentation of

tasks to participants. Finally, it can be considered a mixed-methods approach in two senses. First, it always involves
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two qualitative methods: observation and interviewing. Although HCI researchers have often combined methods as a
way to triangulate data and solidify their findings, the traditional definition of “mixed methods” has been to combine
quantitative and qualitative methods in a single study, where quantitative methods typically dominate and qualitative
methods are secondary. HCI researchers often use qualitative analyses to help explain quantitative findings. Structured
Observation inverts these priorities by emphasizing qualitative data collection and analysis and making quantitative
analysis secondary or even optional. Even so, a Comparative Structured Observation study may sometimes benefit
from including performance or other quantitative measures. For example, if users react positively to a novel system
according to various subjective criteria, the designer may still want to ensure that performance is as good, or at least
not “worse”. Capturing quantitative measures can also highlight any mismatches between the user’s perception of their
performance and their actual performance. For example, users may not realize how much time has actually elapsed as
they perform a particularly interesting (or annoying) task, which may have a corresponding impact on future design
decisions.

The second way Structured Observation can be considered a mixed-methods approach is that quantitative methods
always involve multiple components. Usually an experiment protocol is designed, quantitative data is collected and
that data is analyzed using quantitative analysis techniques. Similarly qualitative methods usually involve designing an
instrument such as an interview protocol, collecting qualitative data and then analyzing that data. Because Structured
Observation does not reject the benefits of using an experiment protocol it can thus also be viewed as a mixed-method

approach that combines elements of both quantitative and qualitative methods.

6.3 Benefits of Comparative Structured Observation

We summarize the benefits of Comparative Structured Observation for HCI researchers who seek a systematic qualitative
method for working with users to “get the right design”. The method offers multiple benefits beyond those inherent in

observing and interviewing users who interact with design artifacts, including:

providing a systematic method for assessing both low- and medium-fidelity prototypes allows researchers to

more rigorously assess design concepts at an earlier phase of a design project.

comparing ecologically valid interactions with multiple design variants encourages users to critique rather than

simply accept design variants and contribute both positive and negative comments.

basing comparisons on the details of users’ recent, lived experience as they perform the tasks takes advantage

of human memory to produce better, more grounded results.

comparing users’ reflections on their own experience to researcher’s observations of the same experience pro-

vides additional insights, since users’ perceptions and actions contribute differently to understanding the design.

generating sources of comparison both from participants and researchers encourages researchers to reconcile
situations where users’ reflections about their experiences differ from actions observed by the researcher, which

can be used to productively advance the design.

structuring users’ activities into controlled experiences (tasks and conditions) can reduce analysis time rela-
tive to more open-ended study designs and their associated analysis, e.g. by focusing on bottom-up inductive

thematic analysis.
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6.4 Value of labeling and characterizing Comparative Structured Observation

Our contribution lies in labeling and richly characterizing Comparative Structured Observation, with detailed criteria
for determining whether a particular study should be considered as a Structured Observation and quality criteria for
assessing whether or not a particular study is considered “good”. We believe that naming and characterizing Structured
Observation is valuable for two key reasons. First, it provides greater clarity about the research that we already do. So,
even if it does not change our practice, it will enable a crisper and more standardized way of articulating a study’s
method. This has a number of side benefits such as supporting novice researchers as they learn about this method, as
well as benefits for readers of articles or manuscripts in which a Structured Observation was conducted. Using a named
method in a manuscript will help to set readers’ expectations and should help standardize peer review.

Second, naming and characterizing the method may change what we do. Although some examples of Structured
Observation exist in the literature, both named and not named, they are relatively rare compared to non-comparative
observational field studies or controlled experiments. We hope that naming and characterizing Structured Observation
will lend credibility to this method, thereby giving permission to researchers to use it, perhaps at times when they
might have previously felt the need to “sandwich” their work into an experiment or usability test [25]. Historically,
experiments served as the gold standard in HCI for evaluation studies, given that they are rigorous and scientific. How-
ever, experiments offer limited information for discovering the right design [25]. We hope that legitimizing Structured
Observation will lead to the publication of more studies that probe deeply into novel design concepts in the middle
phase of the iterative design cycle. This in turn may result in greater adoption of the design innovations stemming
from published HCI research than we have seen to date.

Note that Structured Observation should not be considered as a strategy for publishing “failed” experiments. We
have been asked whether researchers who have run an experiment that did not reach statistical significance could ret-
rospectively re-frame their study as Structured Observation in order to make it acceptable for publication, essentially by
re-targeting their findings to focus on the qualitative. This is clearly not our intention. If a testable hypothesis is within
reach, e.g., that design A will be faster or less error prone than design B, then a classic experiment with quantitative
results should be expected by reviewers, likely supplemented by qualitative findings. In such cases, reviewers should

be wary of studies that present only qualitative data.

6.5 Challenges and limitations of Comparative Structured Observation

Like all research methods, Comparative Structured Observation is not a panacea. Structured Observation is explicitly not
recommended for the earliest phases of a research project, because defining relevant tasks or user experiences often
requires initial formative studies and a clearly defined design concept or direction. Although researchers can benefit
from leveraging studies published in the HCI research literature to inform their design concept and tasks, we believe
that Structured Observation is most successful when researchers perform preliminary studies of their own with users
for this purpose. When researchers seek to validate a refined system’s design and testable hypotheses are within reach,
they should defer to controlled experiments.

As with any research method, Structured Observation poses certain execution challenges. Setting up an intervention
that provides users with realistic, in-context experiences with multiple design variants may be difficult, especially when
a novel technology that demonstrates the design concept is not sufficiently mature. Finding appropriate comparative
conditions, baseline or otherwise, or identifying user tasks that fit within the constraints of a study can also prove

difficult. Finally, some participants may find it challenging to project themselves into the tasks or activities designed
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by the researcher, which may limit the value of their reflections. As always when using a qualitative interpretivist
approach, the findings will never be fully replicable. Comparative Structured Observation cannot be used to establish
causal relationships nor to make certain types of generalizations.

A number of these challenges overlap with the challenges identified by Olsen [43] when evaluating systems research,
which emphasizes engineering, building and deploying novel interactive systems. He argues that testable hypotheses
are are rarely possible, making controlled experiments a poor fit. Structured Observation faces a similar problem, since
establishing comparative conditions can be difficult or even impossible: Novel prototype systems never match the
fidelity of a mature existing baseline system nor is it feasible to fully engineer and deploy more than one design
variant unless each is relatively small. Structured Observation does not therefore address the evaluation challenges

posed by HCI-related systems research.

6.6 Generalizability to other disciplines and to practitioners

We have provided a detailed characterization of Comparative Structured Observation to help HCI researchers interested
in advancing a novel design concept. However, the rigorous approach to comparison and reflection can also be applica-
ble beyond HCI, for example, asking study participants to compare and reflect on non-technological experiences. Most
of the methods used by HCI researchers have been appropriated from other fields that are not specific to HCIL. While
some methods such as Contextual Inquiry originated within HCI practice, they are the minority. Just as most other
methods used by HCI researchers can be generalized beyond our use, so too should Structured Observation.

For example, an educational researcher might design a new lecture delivery method and decide to compare it to
a status quo delivery method. They might try each method at two different points within the course and collect rich
qualitative feedback from the students as well as their own observations. The researcher could assess the strengths
and weaknesses of each method and use the results to iterate on the lecture delivery method, after which they could
run a controlled experiment that compares quantitative learning outcomes on pre- and post-tests with a sufficiently
large number of students to achieve statistical significance.

Although we explicitly target HCI researchers in this article, we also see a role for Structured Observation for prac-
titioners, based on our own experiences using Structured Observation variations for product development. Product
designers are often under tighter timelines than academics but face less stringent requirements for rigor in their user
studies. They may thus find Structured Observation useful, but explicitly relax certain requirements, such as not fully
counter-balancing task order; or restricting their thematic analysis to key themes, such as “breakdowns, workarounds
and user innovations” [34, 35]. However, even a “relaxed Structured Observation” will let participants experience and re-
flect on design variants, thus providing designers insights about complex new design concepts. In this way, Structured

Observation may offer benefits to researchers and practitioners alike.

7 CONCLUSION

This article argues that HCI researchers need a well-defined, qualitative empirical research method for obtaining deeper
insights from users about novel design concepts. We present Comparative Structured Observation, a rigorous qualitative
method that captures rich, qualitative data from study participants as they compare their experiences with different
design variants. Researchers select tasks or structure experiences following well-established experimental design prin-
ciples, so that study participants and researchers can compare and reflect on the design variants.

The approach can appeal to both qualitatively trained and quantitatively trained HCI researchers. Qualitative re-

searchers may retain an interpretivist stance with respect to gathering and analyzing rich, comparative, qualitative
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data, and also benefit from systematic reflection from both participants and researchers to gain new insights about
complex design concepts. Quantitative researchers may leverage a more positivist stance, and benefit concretely from
analyzing qualitative data about comparable tasks or user activities.

Although the focus of Structured Observation is to generate deeper, qualitative insights about a proposed design
direction or to inspire a new one, another possible outcome is to transform informal hunches into testable hypothe-
ses. As Louis Pasteur famously observed: “In the fields of observation, chance favors only the prepared mind.”[53]
Although clearly irrelevant for some research questions and never a required outcome, Structured Observation does
offer a systematic method for “preparing one’s mind” to generate new hypotheses about future designs. Finally, our
own experience with Structured Observation leads us to believe that practitioners in industry may also benefit, although
probably with somewhat relaxed criteria. Real-world design projects must balance a large number of complex factors
and criteria that cannot be addressed with controlled experiments, not only because of the resources required, but be-
cause many issues lack clear performance metrics and involve multiple confounding variables. Structured Observation
offers a method for obtaining grounded, comparative feedback from users about multi-faceted design concepts that
would be difficult to assess by other means.

In summary, this article contributes Comparative Structured Observation as an HCI research method and specifies
its characteristics. We arrived at the name and characteristics through iterative discussions and detailed consideration
of our own work and other similar work. We provide a detailed checklist that researchers and reviewers can use to
determine whether a study is a Structured Observation and elaborate on the qualities needed for a study to be considered
a “good” Structured Observation. Our analysis of four published case studies illustrates both how they meet the criteria
for Structured Observation, but could also be improved by following the recommendations outlined in this article. In
addition, our analysis of six “near” and “far” examples helps clarify the boundary between what should and should not

be considered Structured Observation as a step towards maturing HCI as a discipline.
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8 APPENDIX
8.1 Characteristics of a well-constructed Comparative Structured Observation study

Table 5 summarizes the key characteristics of Comparative Structured Observation as well as optional characteristics.
Characteristics that are considered incorrect are listed in the right-hand column. (Refer to Table 2 in Section 4 for a

more detailed checklist of what to include.)

Required CSO characteristics Optional CSO characteristics Incorrect CSO characteristics

Compares design to status quo only, outside
the context of the study.

Researchers explicitly define comparable

design variants. Lab and field settings are both appropriate.

Runs an open-ended field test with no
comparisons.

Researchers derive participant tasks based on

) Participants use a talk aloud protocol.
formative research.

Participant exposure to tasks and design
variants meets experimental design best Quantitative data informs qualitative data. Omits comparable tasks or experiences.
practices.

Participants experience at least two design
variants within the study.

Omits participant reflection on comparable

Researchers generate testable hypotheses. .
experiences.

Participants compare and reflect upon their Omits researcher observation and reflection
experiences with each design variant. on participants' experiences.

Researchers observe participants’ experiences

. . Focuses only on performance metrics.
directly or through other rich data sources. yonp

Researchers emphasize gathering qualitative
data.

Researchers conduct post-hoc interviews.

Table 5. A correct Comparative Structured Observation includes all required characteristics listed in column 1, and may
include optional characteristics listed in column 2. The characteristics listed in column 3 do not belong in a Comparative
Structured Observation.

8.2 Additional published examples of Comparative Structured Observation

The following examples illustrate four additional variations of Comparative Structured Observation published in the
HCI literature.

Example 7: Interactive Paper Substrates to Support Musical Creation. (Garcia et al., 2012)

System: POLYPHONY [21] is an interactive paper-based composition tool that lets composers design their own musical
structures.

Condition comparison: The [2x2] within-participants design compares PoLyPHONY with baseline music composition
tools on two tasks: original composition and modification of an existing composition.

Primary evaluation goal: To assess the design concept: “to identify common patterns that emerge, despite the highly
individual nature of composition strategies, [to] support fluid transitions between pen-based and existing soft-
ware composition tools.”

Study design: The lab study asked professional composers to create an original composition and enhance an existing
composition in one hour. Researchers observed participants and asked them to reflect on their experiences in
each condition. Note that this is the first published HCI article that defines Comparative Structured Observation

as part of the contribution.
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Example 8: SonAmi: A Tangible Creativity Support Tool for Productive Procrastination (Belakova & Mackay, 2021)

System: SONAMI [4] is an an interactive coaster for professional writers to make procrastination productive by speaking
dialog out loud whenever the author lifts their mug.

Condition comparison: The one-factor within-participants design compares two variations of SONAMI: either a computer-
generated voice or a recording of the authors’ own voice.

Primary evaluation goal: To assess and compare two design variants: “to compare human-generated and synthetic
voices”. A separate field study used SONAMI as a technology probe.

Study design: The two-day field study asked professional first asked writers to record their own voices speaking dialog
they had written. The same dialog was also recorded using a computer-generated voice. After a briefing session,
participants were asked to perform two equivalent writing tasks over a period of two days, one using the “Own
Voice” condition and the other using the “Computer Voice” condition. The researcher conducted a final interview

to compare the two and reflect on their experiences. This paper explicitly refers to using as the design method.

Example 9: Understanding the Utility of Rationale in a Mixed-Initiative System for GUI Customization (Bunt et al., 2007)

System : The Mica (Mixed-Initiative Customization Assistance) [9] system provides the rationale for system-suggested
GUI personalizations in a feature-rich word-processing interface.

Condition comparison: The one-factor within-participants design compares the same word-processing interface with
and without Mica on a series of tasks.
Primary evaluation goal: To assess the design concept: “to better understand the qualitative impact of the ratio-
nale on users’ attitudes toward the system.”

Study design: The lab study consisted of three-hour sessions where participants completed a "guided task". Researchers

observed participants and interviewed them about their experiences under both conditions.

Example 10: A visual recipe book for persons with language impairments. (Tee et al., 2005)

System: VERA (Visually Enhanced Recipe Application) [52] is a multi-modal recipe application designed to support
people with aphasia, an acquired language impairment.

Condition comparison: The one-factor within-participants design compared VERA to a text-based recipe that was
adapted to be as aphasia-friendly as possible using status-quo techniques.

Primary evaluation goal: To assess the design concept: “Although the evaluation followed a structured experimental
design so that we could have identified statistically significant trends had they arisen, we were motivated by
the qualitative observations case study analyses could provide”

Study design: The field study asked participants with aphasia to complete two different recipes, counter-balanced for

order, in their own kitchens. Researchers observed and interviewed participants about their experiences.
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